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This research aims to develop a Bitcoin price prediction model using 
machine learning techniques, with a specific focus on Long Short-
Term Memory (LSTM) neural networks. The Bitcoin market is 
characterized by unique features such as high volatility and the 
influence of various external factors, which differ significantly from 
traditional financial markets. As such, precise feature engineering is 
crucial for accurately modelling Bitcoin prices. Utilizing historical 
Bitcoin price data from 2014 to 2023, this study extensively 
evaluates LSTM models. The results indicate that LSTM models 
provide highly accurate predictions, with a Mean Squared Error 
(MSE) of 0.0001798 and a Mean Absolute Error (MAE) of 
0.0101322. These results demonstrate that LSTM effectively 
captures the complex and dynamic patterns of Bitcoin prices, 
outperforming other methods. The findings have significant 
implications for financial market analysis, especially within the 
rapidly evolving domain of crypto assets. By leveraging machine 
learning methodologies, this research enhances understanding of the 
complexities of the crypto market and offers potential strategies for 
smarter investment decisions. The success of the LSTM model in 
improving Bitcoin price prediction accuracy underscores its 
importance in navigating the volatile and dynamic nature of the 
crypto market. Overall, this study highlights the substantial potential 
of machine learning approaches, particularly LSTM models, in 
analyzing and predicting crypto market behavior. It contributes to 
the growing academic discourse on the application of advanced 
technologies in finance and can stimulate further discussions on how 
machine learning can address challenges and opportunities in the 
crypto market. 
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INTRODUCTION  

The emergence of Bitcoin as a leading cryptocurrency has garnered significant attention in the 

global financial landscape. Known for its substantial price volatility, Bitcoin presents both 

opportunities and challenges for investors and researchers aiming to understand market behavior This 

study focuses on predicting Bitcoin prices using machine learning techniques, particularly Long Short-

Term Memory (LSTM) neural networks [1], by analyzing historical data, this research aims to provide 

valuable insights to stakeholders for making informed investment decisions in the dynamic crypto 

market. Since its inception in 2009 by an anonymous entity known as Satoshi Nakamoto, Bitcoin has 

undergone tremendous growth and faced numerous challenges, achieving widespread adoption among 

investors and general users alike [2]. The cryptocurrency has attracted interest from a diverse audience, 

including financial market speculators and leading technologists. The introduction of blockchain 

technology and cryptocurrencies has significantly altered the financial world. Among these, Bitcoin 

remains the most prominent and widely discussed. Operating without a central authority, Bitcoin has 

intrigued various groups, from retail investors to large financial institutions  [3]   . The significant price 
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fluctuations of Bitcoin have become a focal point for market participants, investors, and financial 

observers. Despite its volatility, Bitcoin has shown remarkable growth, rising from negligible initial 

value to thousands of US dollars per coin today. This study aims to implement an LSTM-based neural 

network model to predict Bitcoin prices, with particular emphasis on the Halving event in April 2024. 

Halvings, occurring approximately every four years, reduce the rewards for Bitcoin miners by 

half, historically impacting Bitcoin's price significantly. By leveraging historical price data 

surrounding the Halving event and considering factors like volatility and fundamentals, this research 

seeks to develop a prediction model to aid investors and market participants in making better-informed 

decisions. The research will delve into the application of LSTM models for Bitcoin price prediction and 

explore how specific events, such as Halving, influence price forecasts. Furthermore, it includes a 

comprehensive analysis of various factors affecting Bitcoin prices, including volatility, correlations, 

and fundamental factors [4]. This study aims to provide significant insights for market participants and 

contribute to a deeper understanding of Bitcoin price behavior in the context of the 2024 Halving event 

and the broader growth of crypto assets. Since Bitcoin's introduction, it has revolutionized digital 

finance, offering transformative potential in transactions, value storage, and financial concepts. 

However, its high price volatility poses challenges for investors and market observers. Predicting 

Bitcoin price movements is crucial for stakeholders in the crypto ecosystem, necessitating sophisticated 

analytical tools and techniques. In this context, data modelling approaches like LSTM neural networks, 

capable of capturing complex patterns in financial data, have proven effective in forecasting Bitcoin 

prices. 

METHODS  

This research uses quantitative research, which relies on the analysis of historical Bitcoin price 

data and related external factors using the LSTM (Long Short-Term Memory) method. Figure 1 shows 

the journey of this research. Starting from problem identification, literature review, hypothesis 

research, data collection, data pre-processing, model development, and model performance evaluation. 

activities 0.0, 0.1, 0.2, 0.3, 0.4, and 0.5 refer to steps or sub-steps in the research process. These are 

steps such as "Problem Identification", "Hypothesis Formulation", "Data Collection", "Data Analysis", 

"Result Interpretation", and so on. Each number after the decimal point (.) indicates a sub-step within 

the main step. For example, 0.0 might refer to the "Problem Identification" step, while 0.1 might be the 

first sub-step within the "Problem Identification" step, and so on. His kind of numbering helps organize 

and determine the order of the steps that need to be done in the research process, making it easier to 

understand and implement the research methodology. 

 
 Figure 1. Research Flow Diagram 
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Data Collection  

Bitcoin price data is obtained from trusted sources such as Yahoo Finance and Coin Gecko. The 

time period for the data collected was from January 2014 to December 2023. The data was then 

prepared for use in modeling with normalization steps and division into training and testing data sets. 

 
Figure 2. Yahoo Finance Datasets 

LSTM - Model Development 

The LSTM (Long Short-Term Memory) model is used to model and predict Bitcoin prices. 

LSTM was chosen because of its ability to handle complex time series problems and its ability to learn 

long-term patterns. The LSTM model architecture used includes developing an LSTM model for 

Bitcoin price analysis by adopting an architecture consisting of two LSTM layers[4]. Each LSTM layer 

has 128 units, with a ReLU (Rectified Linear Unit) activation function applied to each layer. The 

training process is carried out with the Adam optimization algorithm, which helps in adjusting the 

model parameters efficiently. Apart from that, to increase convergence, this training uses a learning 

rate value of 0.001. With this specification, we hope to obtain an effective model for modelling and 

predicting Bitcoin prices based on the data provided, which is adjusted to the characteristics of the data 

and the complexity of the problem. 

LSTM - Model Training 

The LSTM model is trained using a previously prepared training data set. The training process 

involves repeated iterations of feeding data into the model, calculating loss values, and adjusting model 

parameters using optimization algorithms. The evaluation criteria used during training include mse, 

mae, volatility level, correlation level, generalization, and noise robustness, aiming to ensure the 

quality and performance of the resulting model. 

Model Evaluation 

The model is evaluated using previously unseen test data sets. Model evaluation is carried out 

by calculating a number of performance metrics, such as Mean Squared Error (MSE) and Mean 

Absolute Error (MAE). These metrics provide an idea of how well the model can predict the price of 

Bitcoin based on the data provided. 
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Evaluation of Result 

The results of the model evaluation are used to evaluate the performance and accuracy of 

predictions. Additional analysis is performed to understand the patterns and trends detected by the 

LSTM model, as well as to identify external factors that may influence Bitcoin price movements. 

RESULT AND DISCUSSION  

Analyze Bitcoin price behavior based on historical data and related external factors and develop 

an LSTM model that can accurately predict Bitcoin price movements. In this section, the results of the 

analysis and evaluation that have been found are presented. 

Clustering-Analysis 

Data grouping is used as an initial stage in achieving goals by grouping data objects into clusters 

based on similar features or characteristics. To find hidden structures in the data using the K-Means 

algorithm in Figure 3, the results of Bitcoin price data clustering were carried out to identify hidden 

patterns or structures in price leaks. The resulting scatter plot displays data points whose coloring 

corresponds to the clusters they are grouped into. The x-axis shows the difference between opening and 

closing prices, reflecting price volatility, while the y-axis shows the difference between the highest and 

lowest prices, focusing on maximum and minimum price gains. By providing a different color for each 

cluster, you can differentiate the data groups that are formed. 

 
Figure 3. Clustering Analysis Results 

Time series-Analysis 

Statistics are used to understand patterns and behavior of data collected sequentially over a 

certain period of time. A predictive model is used to forecast future values based on historical data, as 

shown in Figure 4 (a), a time plot displaying the closing price of Bitcoin throughout the observed period. 

This gives an idea of price fluctuations over time. Meanwhile, (b) moving average with a time window 

of 50 and 200 days. This chart shows the price of Bitcoin as well as the 50 and 200-day moving 

averages in one image. The difference between the actual price and movement of bitcoin helps identify 

short-term and long-term trends. This is a useful tool for spotting Bitcoin price patterns and trends. In 

the context of Bitcoin price prediction, time series analysis shows significant upward price patterns that 

may occur in the future based on historical data. 
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(a)                                                                               (b)  

Figure 4. Time Series Analysis Results (b) Moving Average Analysis Results 

 

Correlation-Analysis 

Correlation analysis on Bitcoin data provides a deep understanding of the relationship between 

various features that affect Bitcoin price. By visualizing the correlation matrix using a heatmap, we can 

identify features that have a strong relationship and can be used to build a more accurate prediction 

model [5]. 

 
Figure 5. Correlation Analysis Results 

Feature engineering is the process of transforming raw data into more informative and relevant 

features, which aims to improve the performance of machine learning models. In Bitcoin analysis, 

frequently used features include the opening price (Open), which is the price at which an asset was first 

traded at the beginning of a certain period; the highest price (High), which shows the highest price 

reached by the asset during the period; the lowest price (Low), [6] which shows the lowest price reached 

during the period; the closing price (Close), which is the last price at which the asset was traded at the 

end of the period; and trading volume, which reflects the number of units of the asset traded during the 

period.  

A correlation value of 1 indicates a perfect relationship between two variables. In a correlation 

matrix, a value of 1 appearing on the main diagonal indicates that each feature has a perfect correlation 

with itself, which makes sense mathematically since a feature always has an identical relationship with 

itself, resulting in a perfect positive correlation of 1. In Bitcoin analysis, heatmaps help identify strong 

positive correlations, Heatmaps are an effective visualization tool for depicting correlations between 

variables where an increase in the value of one feature is usually accompanied by an increase in the 
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other; negative correlations, where an increase in one feature tends to be accompanied by a decrease in 

the other; and uncorrelated features, where changes in one feature do not provide meaningful 

information about the other. These heatmaps are very useful in the process of effective feature selection, 

as well as in identifying features that may be redundant or not contribute much to the model [7]. 

LSTM Models Architecture 

This LSTM model architecture diagram illustrates the data flow in a sequence-based neural 

network model. The initial data, which is a time sequence with the shape (samples, time_steps, 

features), is fed into the first LSTM layer with 50 units and return_sequences=True, allowing the model 

to process the complete sequence and output the results to the next layer [8]. This layer is followed by 

a dropout with a rate of 20% to prevent overfitting. This process is repeated with the second and third 

LSTM layers, each with 50 units, where the third layer only outputs the last part of the time 

sequence[9]. Dropout is also applied between these layers to reduce the risk of overfitting. Finally, a 

Dense layer with 1 unit produces the final output in the form of predictions from the input data, which 

are then evaluated for model performance. This diagram provides a clear guide on how the data is 

processed through each LSTM layer, and the final prediction output is produced.  

 

Figure 6. LSTM Models Architecture 
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Volatility-Analysis  

Trading volatility refers to the degree of price fluctuation of an asset within a certain time period. 

In the context of Bitcoin, high trading volatility indicates that the Bitcoin price experienced large 

changes in a short period of time, [10]while low volatility indicates more stable price changes [11]. 

Bitcoin trading volatility analysis through Figure 6 In this context, Bitcoin price volatility describes 

how much the Bitcoin price fluctuates within a 30-day period, indicating higher price stability. 

 

Figure 7. Volatility Analysis Results 

Technical-Analysis 

Bitcoin is a step asset. Moving averages (MA) are used to help identify asset price trends. In the 

context of Bitcoin, plotting daily closings in Figure 7 Technical results. Bitcoin shows the green line 

along with two moving averages, namely the 50-Day MA red line and the 200-Day MA green line. 

The 50-day MA represents short-term price trends, while the 200-day MA represents long-term price 

trends. When the closing price crosses the 50 MA from bottom to top, this indicates a buy signal 

because it indicates a possible uptrend. [12] Conversely, if the closing price crosses the 50 MA from 

top to bottom, this signals a sell signal as it indicates a potential downtrend 

 

Figure 8. Technical Analysis Results 

Fundamental-Analysis 

Bitcoin fundamental analysis involves assessing factors related to Bitcoin fundamentals. We use 

the Coingecko API to find the latest Bitcoin price in US dollars. Via the get_bitcoin_price() function. 

Bitcoin has a daily closing value that continues to change over time and to understand trends and 

fluctuations in price [13]. Bitcoin's daily closing price within a certain time period can change. In Figure 

8, the results of Bitcoin closing prices [14]The x-axis shows the price, while the y-axis shows the date 

Bitcoin closed in dollars. A moving line chart shows Bitcoin price fluctuations over time.  
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In terms of predictions, you can see the general trend of Bitcoin price movements and identify 

certain periods where prices tend to experience correction before experiencing an increase ahead of 

the halving. 

 

Figure 9. Fundamental Analysis Results 

Analysis Bitcoin-Opening And Closing Prices 

The process of examining trends and patterns that occur in prices as trades begin and end within 

a certain time period. In this analysis, the opening and closing prices are used as the main reference 

points. The opening price is the first price at the beginning of a trading session, while the closing price 

is the last price at the end of a trading session [15]. Regarding the closing and opening prices of Bitcoin, 

Figure 9 shows the upward trend in Bitcoin prices over a certain period of time. This can be seen from 

the red line pattern of closing prices which are consistently above the blue line of opening prices. This 

increase reflects increased interest from buyers [16], which drives closing prices to be consistently 

above opening prices. This analysis provides an indication that the market tends to be bullish, where 

Bitcoin prices tend to increase over time. 

 

Figure 10. Bitcoin Closing And Opening Price Analysis Results 

Training Models – Validation Loss 

Training loss and validation loss are two important metrics used to evaluate model performance 

in the artificial neural network training process. Training loss reflects how well the model learns the 

patterns contained in the training data. Ideally [17], training loss should decrease as the epoch 

progresses.  

 



Elinvo (Electronics, Informatics, and Vocational Education), 9(1), May 2024 - 173 
ISSN 2580-6424 (printed) | ISSN 2477-2399 (online)  

 Purnama, P. S. T. P. Optimizing Bitcoin Price Predictions with LSTM: A Comprehensive Study on Feature ... 

In Figure 10  Training and Validation loss indicates that the model is getting closer to the optimal 

representation of the training data. Validation loss measures a model's performance on validation data 

that was not used during the training process [4]. Low validation loss indicates that the model is able to 

make good predictions on new data that has never been seen before, while high validation loss can 

indicate overfitting. By monitoring these two types of loss during the training process, we can evaluate 

the overall performance of the model and ensure that the model not only learns well from the training 

data but can also generalize well to new data [18]. 

   
(a)                                                                         (b) 

Figure 11. (a) Epoch Training And Validation Loss Results (b) Graphich Training And Validation 

Loss Results 

Model Performance-Evaluation 

The trained LSTM model can predict the closing price of Bitcoin very well based on historical 

patterns from the processed data. 

 

Figure 11. Epoch Evaluate Performance Model Results 

The performance of the model, by paying attention to the val_loss value at each epoch, in Figure 

10, the results of the last epoch of the 200th epoch, the val_loss value is 1.7982e-04. This value shows 

that the LSTM model performs well in predicting Bitcoin's closing price based on processed data. 

Val_loss shows that the difference between the price predicted by the model and the actual price is 

relatively low, with the epoch value being relatively low. Hence, the model is able to provide accurate 

estimates. This model can predict the closing price of Bitcoin with a high level of confidence, which 

can indicate that the model is able to generalize well to new data so that it can be used to predict Bitcoin 

prices in the future. 

Model Performance-Evaluation 

The trained LSTM model can predict the closing price of Bitcoin very well based on historical 

patterns from the processed data. The performance of the model, by paying attention to the val_loss 

value at each epoch, in Figure 10, the results of the last epoch of the 200th epoch, the val_loss value is 

1.7982e-04. This value shows that the LSTM model performs well in predicting Bitcoin's closing price 
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based on processed data. Val_loss shows that the difference between the price predicted by the model 

and the actual price is relatively low, with the epoch value being relatively low. Hence, the model is 

able to provide accurate estimates. This model can predict the closing price of Bitcoin with a high level 

of confidence, which can indicate that the model is able to generalize well to new data so that it can be 

used to predict Bitcoin prices in the future [19]. 

 
Figure 12. Epoch Evaluate Performance Model Results 

April 2024-Halving Predictions 

Bitcoin halving is an event where the amount of reward given to Bitcoin miners for each new 

block mined becomes half of the previous one. This event occurs periodically every 210,000 blocks or 

about once every four years. With the halving, the number of Bitcoins produced each day also 

decreases, which can affect the availability of new Bitcoin supply on the market [22]. 

Based on the Bitcoin price prediction graph using the LSTM model, it can be seen that the 

predicted price increase after the halving in Figure 12 and the prediction results for 2024 can reach a 

significant point. The green dot shows the predicted increase in Bitcoin prices ahead of the halving in 

2024, which will most likely reach 70,000 USD or even exceed that figure after Bitcoin makes a 

correction [23]. This can be interpreted as a potentially significant increase in the value of Bitcoin 

before the halving and after the halving event occurs [24]. 

 

Figure 13. Predictions Results 

MSE and MAE 

Mean Squared Error (MSE) and Mean Absolute Error (MAE) are used to evaluate the performance of 

LSTM models in predicting Bitcoin prices [25]. LSTM models have the ability to maintain long-term 

information and overcome the problem of gradients that often disappear in neural networks. [26] The 

developed LSTM model shows satisfactory results in modeling Bitcoin prices, as seen in Figure 12 (a) 

which shows the model evaluation results have a low Mean Squared Error (MSE), in the following 

calculation formula: 

𝑛 

MSE = 
1 
∑(𝑦𝑖 − 𝑦𝑖)2 

𝑛 
𝑖=1 
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Mean Absolute Error (MAE) is an evaluation metric used to measure the average of the absolute 

difference between the predicted value and the actual value, in Figure 13 (b) it gives an idea of how 

close the model prediction is to the actual value. The lower the MAE value, the better the model 

performance in predicting the data [27].  

 

   
(a)                                                                  (b) 

 Figure 14. (a) Mean Squared Error (MSE) results (b) Mean Absolute Error (MAE) Results 

 

MSE, MAE And RMSE 

In evaluating the performance of a prediction model, there are several metrics commonly used 

to measure how well the model predicts the actual value. Three of them are Mean Absolute Error 

(MAE), Mean Squared Error (MSE), and Root Mean Squared Error (RMSE). At the end of model 

training, the results of the last epoch showed that during the training process, the `loss` and `val_loss` 

values showed fluctuations but generally decreased, indicating that the model was getting better at 

predicting the training data and validation data. Specifically, at the 100th epoch, `loss` reached 

6.7193e-04 and `val_loss` reached 2.6036e-04. After training was completed, the evaluation metrics 

for the model showed a Mean Squared Error (MSE) value of 0.000260, which measures the average 

squared error of the prediction. The Mean Absolute Error (MAE) was recorded at 0.0124, indicating 

the average absolute difference between the predicted and actual values. Finally, the Root Mean 

Squared Error (RMSE) of 0.0161 provides a measure of error in the same units as the data. It 

emphasizes large errors, reflecting the level of accuracy of the model in prediction by giving more 

weight to more significant errors.  

             
Figure 15. (a) The Last Epoch  (b) Graphich Training Model Accuracy Level 

 

LSTM – Models Upgrade 

Before improving the LSTM model, the loss on the training data had an average of 7.0533, while 

the loss on the validation data had an average of 2.0971. After improvements were made to the LSTM 

model, there was a significant decrease in both values. The average loss on training data fell to 4.2801, 

while the average loss on validation data fell to 1.7982. This change shows that improvements to the 

LSTM model succeeded in improving model performance by reducing losses in the dataset [28]. 

Table 1. Comparison Table 

Enhancement Loss Training(average). Val Loss (average). 

Before 7.0533e-04 2.0971e-04 

After 4.2801e-04 1.7982e-04 
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CONCLUSION  

Based on the results of research that have been carried out, a thorough analysis of Bitcoin prices 

provides a deep understanding of Bitcoin's behavior and growth potential in the market. From various 

analysis methods, such as opening and closing price analysis and clustering, to predictions using the 

LSTM (Long Short-Term Memory) model. The developed LSTM model shows promising 

performance in predicting Bitcoin prices. The developed LSTM model shows satisfactory results in 

modelling Bitcoin prices. The LSTM model provides a clear visual of how Bitcoin price responds to 

the halving period. This significant upward pattern could be a valuable opportunity. However, it is 

important to remember that halving is not the only factor influencing the price of Bitcoin, and other 

factors, such as market news, also play an important role in determining price movements. Overall, 

this research provides deeper insight into Bitcoin price behavior and the factors that influence it. By 

using a holistic analytical approach and utilizing technology such as LSTM, we hope to make a 

valuable contribution to the understanding of the crypto market and help market players make better 

decisions. 
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