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The human development index (HDI) is an indicator used to monitor the government's success 
in developing the quality of human life. East Java Province's HDI is the lowest compared to other 
provinces on Java Island. Therefore, it is necessary to improve human development in this 
province. Attention must be paid to all aspects of human development, including the 
relationship between neighboring regions. The spatial regression method is an analysis method 
that considers the spatial dependency of the data. Ensemble spatial regression combines several 
spatial models by adding noise to the response variable, which is expected to reduce the diversity 
in the data. This research aims to use ensemble spatial regression to examine the East Java HDI. 
East Java HDI has spatial lag and spatial error dependence, modeled with SAR and SEM. Queen 
contiguity is used as a spatial weight. The SEM model does not fulfill the homogeneity 
assumption, so it is continued with the ensemble method. The ensemble method is proven to 
reduce diversity, so  SEM Ensemble fulfills the assumption of homoscedasticity. After analysis 
using SAR and SEM Ensemble, the SAR model was chosen as the best model with the largest 𝑅2 
and lowest AIC value. Significant variables on East Java HDI are life expectancy, expected years 
of schooling, average years of schooling, and expenditure per capita. 
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INTRODUCTION 

Development is important for improving the progress and welfare of society. It refers to positive change in 
various aspects of human life, involving improved quality of life, economic growth, and social improvement. The 
term "human development" was first used in 1990 by the United Nations Development Program (UNDP). It is 
important and needs attention because, in reality, high economic growth does not always solve welfare problems, 
such as poverty and the standard of living of the community at large (Si’lang et al., 2019). 

The Central Bureau of Statistics has mapped out three basic dimensions of the HDI: longevity and healthy 
living, knowledge, and a decent standard of living. These three dimensions must be given equal attention because 
they are equally important. This is expected to lead to good human development. In the last decade, Indonesia's 
HDI has grown quite well, even though it has slowed down due to the COVID-19 pandemic. Since 2016, the 
country's human development status has improved from "medium" to "high". In the last 12 years, the HDI of 
Indonesia has increased by an average of 0.77 percent per year (Badan Pusat Statistik, 2022). Based on data from 
the BPS, Indonesia's HDI in 2022 reached 72.91 percent. 

mailto:rr_ssh@staff.uns.ac.id
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After West Java Province, East Java Province has the second-highest population in Indonesia. The 
development of the East Java HDI shows growth every year. The HDI of this province is also relatively high because 
it reached 72.75 percent in 2022 (Badan Pusat Statistik Provinsi Jawa Timur, 2022). Unfortunately, this province has 
been unable to keep up with the HDI growth of other provinces in Indonesia, especially the provinces on Java Island. 
This can be seen from BPS data, where in 2022, East Java Province was ranked 14th out of 34 provinces in Indonesia 
and 6th out of 6 provinces on Java Island. 

To achieve community welfare, various efforts to improve human development in East Java Province must 
continuously be realized. Attention must be given to all aspects of human development. The relationship between 
neighboring regions is no exception. Everything is interconnected with one another, but something close will have 
more influence than something further away (Anselin, 1988). A set of observations with spatial dependence 
indicates that observation at location 𝑖 depends on another observation at location 𝑗 where locations 𝑖 and 𝑗 are 
close together (Santoso et al., 2022). If an observation is proven to have spatial dependence, it can be analyzed 
using the spatial regression method. 

Classical linear regression is developed into spatial regression. This method will include the effect of location 
in the analyzed data. Spatial regression is generally divided into two categories, which are point spatial regression 
and area spatial regression (Hidayah & Indrasetianingsih, 2019). Point spatial regression focuses on distance 
information as its weight. Meanwhile, area spatial regression uses the intersection between neighboring locations. 
In spatial area regression, there are several commonly used modeling models, namely spatial autoregressive (SAR) 
and spatial error model (SEM). The SAR model is a model that contains spatial dependence on the response 
variable. SEM is a model that contains spatial dependence in the error model. If the model has spatial dependence 
on response variables and errors, it can be analyzed with the SARMA model. The SARMA model is not widely used 
because there is no supporting theory regarding this model where this model uses the same weights, so there may 
be identification problems (Viton, 2010). 

The regression model must fulfill the assumption test to result in the correct parameter estimation, likewise 
for spatial regression models. In the spatial regression model, if the homogeneity assumption is not fulfilled, it will 
result in incorrect parameter estimation (Savita et al., 2017). One way to solve these problems is to apply the 
ensemble method. 

In the ensemble technique, results from multiple regression models will be combined to improve prediction 
performance. Applying ensemble techniques to regression analysis can provide more powerful, accurate, and 
reliable results when compared to using a single regression model. An ensemble has two approaches: hybrid 
ensemble techniques and non-hybrid ensemble techniques (De Bock et al., 2010). The hybrid ensemble technique 
combines two methods of prediction results into one final prediction model. Meanwhile, the non-hybrid ensemble 
technique uses only one method that is modeled repeatedly so that many predictions are generated. The 
prediction results are then combined into one final model. 

Previous research on East Java HDI with the spatial regression method has been conducted by Santoso et al. 
(2022). Researchers used three methods, the ordinary least square (OLS), SAR, and SEM models, to analyze the 
2020 East Java HDI data. Of the three models, the SEM model was chosen as the best model with the largest 𝑅2 
value, 81.3772%, and the smallest AIC, 183.772.  Novitasari and Khikmah (2019) analyzed the application of spatial 
regression models on Central Java HDI in 2017. Researchers used two spatial area regression methods: the SAR and 
SEM models. The SAR model was chosen as the best model of the two models, with an AIC of 143.49 (Novitasari & 
Khikmah, 2019). 

Sazaen et al. (2020)  analyzed Central Java HDI data using the non-hybrid ensemble spatial regression method. 
This research proved that ensemble SAR gave the best results compared to classical regression and SAR (Sazaen et 
al., 2020). In their research, Handajani et al. (2018) explained that ensemble spatial regression reduced diversity in 
poverty data in Central Java. This means that the ensemble technique can overcome violations of the assumption 
of homogeneity in the data (Handajani et al., 2018). Based on the description above, this research aims to apply 
spatial regression and non-hybrid ensemble spatial regression models to the HDI data of East Java Province. 

 

METHODS 

This research used spatial statistics and ensemble methods to model the Human Development Index in East 
Java. The data used in this research are data on the human development index of 38 districts and cities in East Java 
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Province in 2022. This data comes from the Central Bureau of Statistics of East Java Province, which consists of one 
response variable and six predictor variables. The research variables used are in Table 1. 

Table 1. Research variable 

Variable Description 

𝑌 East Java human development index 2022 
𝑋1 Life expectancy 
𝑋2 Expected years of schooling 
𝑋3 Average years of schooling 
𝑋4 Adjusted expenditure per capita 
𝑋5 Number of poor people 
𝑋6 Open unemployment rate 

Using the above variables, quantitative analysis is carried out using statistical approach techniques to obtain 
appropriate conclusions. The steps in the data analysis stage in this study are in Figure 1. 

  

Figure 1. Analysis steps 

Ordinary Least Square Regression 
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Regression analysis is a technique for data analysis that allows one to infer important information about how 
one variable depends on another (Draper & Smith, 1992). The general equation of multiple linear regression is: 

𝑌𝑖 = 𝛽0 + 𝛽1𝑋𝑖1 + 𝛽2𝑋𝑖2 +⋯+ 𝛽𝑘𝑋𝑖𝑘 + 𝜀𝑖                                               (1) 

where 𝑌𝑖  is the response variable at the 𝑖-th observation, 𝑋𝑖𝑘  is the 𝑘-the predictor variable at the 𝑖-th observation, 
𝛽0 is the regression coefficient, 𝛽1…𝛽𝑘 is the 1…𝑘-the regression parameters, 𝜀𝑖  is the 𝑖-th data residual, 𝑛 is the 
number of observations, and 𝑘 is the number of predictor variables. 
 

Classical Assumption Tests 

1. Normality Test 
The residuals of a good model will be normally distributed. The test used is the Jarque-Bera test, with 𝐻0: the 
residuals are normally distributed and 𝐻1: the residuals are not. Gujarati (2004), in his book, states the Jarque 
Bera Test as: 

𝐽𝐵 = 𝑛 (
𝑆2
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24
)                                                                (2) 
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where 𝐽𝐵 is the value of the Jarque-Bera test statistic, 𝑛 is the sample size, 𝑆 is skewness, and 𝐾 is kurtosis. 

This test decides to reject 𝐻0 if 𝐽𝐵 > 𝜒𝛼;2
2 . 

2. Multicollinearity Test 
The multicollinearity test determines whether predictor variables are correlated in a regression model (Purba 
et al., 2021). Detecting multicollinearity in the data can be done by looking at the tolerance value and 𝑉𝐼𝐹 
(variance inflation factor) value. Gujarati (2004) in his book explains that the inverse of 𝑉𝐼𝐹 is tolerance so it 
can be written as: 

𝑇𝑂𝐿𝑗 =
1

𝑉𝐼𝐹𝑗
= (1 − 𝑅𝑗

2), 𝑗 = 1,2, . . , 𝑘                                              (4) 

where 𝑅𝑗
2 is the coefficient of determination between 𝑋𝑗 and other predictor variables. If 𝑉𝐼𝐹 < 10, the data 

does not have multicollinearity. 

3. Homogeneity Test 
The homogeneity test aims to determine whether the residuals of one observation differ from those of 
another (Purba et al., 2021). A good model is a homogeneous one (Gujarati, 2004). The statistical test used is 
the Breusch-Pagan test, with 𝐻0: the residuals model is homogeneous and 𝐻1: the residuals model is 
heterogeneous. Anselin (1988), in his book, states this test as: 

𝐵𝑃 =
1
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𝑓𝑖 = (
𝜀𝑖
2

𝜎2
) − 1 ;   𝑖 = 1,2,… , 𝑛                                                       (6) 

where 𝐵𝑃 is the value of the Breusch-Pagan test statistic, 𝒁 is a matrix of predictor variables of size 𝑛 × (𝑘 +

1), and 𝜀𝑖 is the residual at the 𝑖-th observation. This test decides to reject 𝐻0 if 𝐵𝑃 > 𝑋(𝑎;𝑘)
2  

4. Non-Autocorrelation Test 
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A non-autocorrelation test assesses whether the residuals from a regression model exhibit a correlation 
pattern over time or space. The test used is the Durbin-Watson, with 𝐻0: no autocorrelation in the model and 
𝐻1: there is autocorrelation. This test can be written as: 

𝑑 =
∑ (𝜀�̂� − 𝜀�̂�−1)

2𝑖=𝑛
𝑖=2

∑ 𝜀�̂�
2𝑖=𝑛

𝑖=1

                                                                   (7) 

where d is the Durbin-Watson test statistic value, 𝜀𝑖 is the error in the 𝑖-th observation, and 𝜀𝑖−1 is the error in 
the (𝑖 − 1)-th observation. Decision-making is done by comparing the value of the d statistic with the upper 
limit value (𝑑𝑈) and the lower limit (𝑑𝐿) (Gujarati, 2004). 
 

a. If 0 < 𝑑 < 𝑑𝐿 or 4 − 𝑑𝑈 < 𝑑 < 4, then there is autocorrelation between residuals. 
b. If 𝑑𝐿 ≤ 𝑑 ≤ 𝑑𝑈 or 4 − 𝑑𝑈 ≤ 𝑑 ≤ 4 − 𝑑𝐿, then the test is inconclusive so that it cannot be concluded 

that there is autocorrelation between residuals. 
c. If 𝑑𝑈 < 𝑑 < 4 − 𝑑𝑈, there is no autocorrelation between the residuals. 

Spatial Weight Matrix 

The spatial weight matrix is a spatial dependency (contiguity) matrix with the notation 𝑾. This matrix 
describes the connection between regions and is obtained based on distance or neighboring information. The 
dimension of this matrix is 𝑛 × 𝑛, where 𝑛 is the number of observations or units across individuals. Three common 
types of spatial dependence or contiguity matrices are as follows (Dubin, 2009). 

1. Rook Contiguity. This intersection concept assigns a value 1 to areas adjacent to the north, south, west, and 
east, called the common side, and 0 to the others. 

2. Bishop Contiguity. This intersection concept defines a value of 1 for the common vertex of the region being 
observed and 0 otherwise. 

3. Queen Contiguity. This intersection concept defines a value of 1 for regions whose sides and corners intersect 
with the region being observed and 0 for others. 

After determining the spatial weight matrix, row standardization is performed on the spatial weight matrix. It 
means that the matrix is standardized so that the sum of each row of the matrix becomes equal to one (Dubin, 
2009). 

Moran’s I Test 

A non-autocorrelation test is used to determine whether or not autocorrelation occurs between the residuals 
of one observation and another. A spatial non-autocorrelation is conducted to see whether observations in a region 
affect other adjacent regions. A commonly used statistical test is Moran’s I test. Moran's I is a measure of the 
correlation between observations in a region and other adjacent regions (Ward & Gleditsch, 2008), with 𝐻0: there 
is no spatial autocorrelation in the residuals data and 𝐻1: there is spatial autocorrelation in the residuals data. The 
Moran's I index equation is: 

𝐼 =
𝑛∑ ∑ 𝑊𝑖𝑗(𝑦𝑖 − �̅�)(𝑦𝑗 − �̅�)

𝑛
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                                                     (8) 
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𝑖=1

                                                                       (9) 

where 𝐼 is Moran’s I index, 𝑛 is the number of observations, 𝑥𝑖 is the value at the 𝑖-the location, 𝑥𝑗 is the value at 

the 𝑗-the location, �̅� is the average of 𝑥 across 𝑛 observations, and 𝑊𝑖𝑗  is the spatial weight matrix element. The 

expected value of Moran's I is (Novitasari & Khikmah, 2019): 

𝐸(𝐼) = 𝐼0 = −
1

𝑛 − 1
                                                                   (10) 

 
The statistical test used is: 
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𝑍(𝐼) =
𝐼 − 𝐸(𝐼)

√𝑉𝑎𝑟(𝐼)
                                                                       (11) 

The value of the Moran’s I index is between 1 and -1. If 𝐼 > 𝐼0, the data has a positive autocorrelation, 
meaning that neighboring locations have similar values. If 𝐼 < 𝐼0, then the data has a negative autocorrelation, 
which means that neighboring locations have values that are not similar to each other (Anselin, 1988; Ward & 
Gleditsch, 2008). The critical region of this test 𝑍 > 𝑍𝛼/2. 

Spatial Dependence Test 

The spatial dependency test is used to detect whether there is a spatial effect between observations 
(Novitasari & Khikmah, 2019). The lagrange multiplier (LM) test detects spatial effects on data. This LM test is 
divided into two parts, as follows. 

1. Test for spatial dependence on the response variable or spatial lag dependence. 

The hypotheses of this test are 𝐻0: 𝜌 = 0 (there is no spatial dependence on lag) and 𝐻1: 𝜌 ≠ 0 (there is 
spatial dependence on lag).  This test can be expressed as: 

𝐿𝑀𝑙𝑎𝑔 =
(
�̂�′𝑾𝒀
�̂�2

)
2

1
�̂�2
[(𝑾𝑿𝜷)′𝑴(𝑾𝑿𝜷) + 𝑇�̂�2]

                                                (12) 

�̂� = 𝒚 − 𝑿�̂�,   �̂�2 =
1

𝑛
(�̂�′�̂�),   𝑇 = 𝑡𝑟(𝑾𝑾+𝑾′𝑾),   𝑀 = [𝑰 + 𝑿(𝑿′𝑿)−1𝑿′]         (13) 

where 𝑡𝑟 is the 𝑡𝑟𝑎𝑐𝑒 matrix, which is the sum of the main diagonals of a square matrix. If 𝐿𝑀𝑙𝑎𝑔 > 𝜒(1), 

then 𝐻0 is rejected, so there is spatial dependence on the lag. Therefore, the data can be analyzed using the 
SAR method. 

2. Test for the spatial dependence of errors. 

The hypotheses of this test are 𝐻0: 𝜆 = 0 (there is no spatial dependence on the error) and 𝐻1: 𝜆 ≠ 0 (there 
is spatial dependence on the error).  This test can be expressed as: 

𝐿𝑀𝑒𝑟𝑟𝑜𝑟 =
(
�̂�′𝑾�̂�
�̂�2

)
2

𝑡𝑟[(𝑾′ +𝑾)𝑾]
                                                            (14) 

�̂�2 =
1

𝑛
(�̂�′�̂�)                                                                        (15) 

If 𝐿𝑀𝑒𝑟𝑟𝑜𝑟 > 𝜒(1), then 𝐻0 is rejected, so there is spatial dependence on the error. Therefore, the data can 

be analyzed using the SEM method. 

Spatial Regression  

Spatial regression is a method for determining the connection between response and predictor variables 
based on location/spatial correlations. In general, this model can be written as: 

𝒚 = 𝜌𝑾𝟏𝒚 + 𝑿𝜷 + 𝒖, 𝒖 = 𝜆𝑾𝟐𝒖 + 𝜺                                             (16) 

where 𝒚 is a 𝑛 × 1 vector of response variables, 𝑿 is a 𝑛 × 𝑘 matrix of predictor variables, 𝜷 is a 𝑘 × 1 vector of 
regression parameters, 𝜌 is a spatial lag coefficient parameter, 𝜆 is a spatial error coefficient parameter, 𝒖 is a 𝑛 × 1 
vector of errors containing autocorrelation, 𝜺 is an 𝑛 × 1 vector of errors approximating the 𝑁(0, 𝜎2𝐼) 
distribution, 𝑾 is a 𝑛 × 𝑛 spatial weight matrix with zero diagonal elements, and 𝑰 is a 𝑛 × 𝑛 identity matrix. 

1. Spatial Autoregressive (SAR) 
The spatial autoregressive model (SAR) combines a linear regression model with a spatial lag on the response 
variable and cross-section data. Spatial lag occurs when the observation value of the response variable at one 
site is associated with the observation value of the response variable at its neighboring location; in other 
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words, there is a spatial correlation between response variables. If in equation (16) the value of 𝜌 ≠ 0 and 
𝜆 = 0, then the SAR model can be expressed as: 

𝒚 = 𝝆𝑾𝒀+ 𝑿𝜷+ 𝜺                                                                  (17) 

 

2. Spatial Error Model (SEM) 
The spatial error model (SEM) arises when the error value at a location is correlated with the error value at 
the surrounding location. If in equation (16) the value of 𝜌 = 0 and 𝜆 ≠ 0, then the SEM model can be 
expressed as: 

𝒚 = 𝑿𝜷 + 𝒖, 𝒖 = 𝝀𝑾𝒖 + 𝜺                                                    (18) 

Ensemble Regression 

An ensemble method is a method that can be used to improve the accuracy and reduce the diversity of a 
model. In some previous studies, this ensemble technique reduced the diversity contained in the prediction model. 
The ensemble regression method combines the parameter estimation results of the two resulting models into one 
more accurate final estimate. There are two techniques in the ensemble: the hybrid ensemble and the non-hybrid 
ensemble (De Bock et al., 2010). 

The hybrid ensemble technique uses two different models, and the predictions generated from the two 
models are combined into one model type. Meanwhile, the non-hybrid ensemble technique only uses one model. 
However, the model is used repeatedly to obtain many different predictions. The results of the different model 
predictions are then combined into one model. 

The ensemble spatial regression model is performed by adding noise (𝑧) normally distributed 
(𝑧 ~ 𝑁(0, 𝜎2)) to the response variable. Noise is an irregular disturbance in the data (Wu & Huang, 2009). The 
additive noise equation is written as: 

𝒎 = 𝒚+ 𝒛                                                                            (19) 

where 𝒎 is the vector of response variables after adding noise, 𝒚 is the vector of response variables, and 𝒛 is the 
data generation with 𝑧 ~ 𝑁(0, 𝜎2). 

RESULTS AND DISCUSSIONS 

Based on Figure 2, the green color indicates that the district/city has a high HDI. Meanwhile, the red indicates 
that the area has a low HDI that requires special attention. By looking at the thematic map, it can be seen that the 
geographical location of each district/city tends to be close together. Regions with high HDI (colored green) are 
located in the northeastern part of Java Island (Surabaya City, Sidoarjo Regency, Gresik Regency, Lamongan 
Regency, and Mojokerto Regency). Meanwhile, areas on Madura Island (Kab. Bangkalan, Kab. Sampang, Kab. 
Pamekasan, and Kab. Sumenep) tend to have a fairly low HDI. This is possible due to the geographical location of 
these regions, which are not directly neighboring with other districts/cities in Java. Looking at the thematic map 
above, we can see a spatial dependency between neighboring regions. To confirm this, we analyzed and tested the 
HDI of districts/cities in East Java Province. 
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Figure 2. Thematic map of East Java HDI 
 
 

Modeling East Java HDI Using Classical Regression 

The first step of classical regression modeling is estimating the model’s parameter, which includes all variables, 
to identify the significant effect of the independent variables on the dependent variable. The parameter estimation 
results obtained are presented in Table 2. 

Table 2. Parameter estimation of classical regression model 

Variable Coefficient Std. Error t-Stat. 𝑝 𝑣𝑎𝑙𝑢𝑒 
Constant 6.6310 2.2930 2.89 0.007 

𝑋1 0.4605 0.0329 13.99 0.000 
𝑋2 1.0003 0.0752 13.29 0.000 
𝑋3 1.3342 0.0893 14.94 0.000 
𝑋4 0.000728 0.000041 17.83 0.000 
𝑋5 -0.000473 0.000903 -0.52 0.604 
𝑋6 0.0127 0.0288 0.44 0.663 

In Table 2 above, several variables do not have a significant effect on the model (have a 𝑝 𝑣𝑎𝑙𝑢𝑒 > 0.05), 
which are 𝑋5 (number of poor people) and 𝑋6 (open unemployment rate) so the model is still not good enough. 
Therefore, the best model parameters will be selected using the backward elimination method, and the results are 
in Table 3. 

Table 3. Parameter estimation with backward test 

Variable Coefficient Std. Error t-Stat. 𝑝 𝑣𝑎𝑙𝑢𝑒 Decision 

Constant 6.7420 2.1760 3.10 0.004 significant 

𝑋1 0.4584 0.0301 15.23 0.000 significant 
𝑋2 0.9872 0.0697 14.16 0.000 significant 
𝑋3 1.3657 0.0667 20.47 0.000 significant 
𝑋4 0.000726 0.000037 19.70 0.000 significant 

The regression equation model formed is as follows 

�̂� = 6.74 + 0.4584𝑋1 + 0.9872𝑋2 + 1.36572𝑋3 + 0.000726𝑋4 

1. Parameter Significance Test. 
Parameter significance tests are carried out simultaneously and partially. A simultaneous significance test 
determines whether all regression parameters significantly affect the linear regression model. The test used 
is the F test and obtained 𝐹𝑡𝑒𝑠𝑡 = 4363.74 with 𝑝 𝑣𝑎𝑙𝑢𝑒 = 0.00 so that the model is significantly affected 
by at least one predictor variable. Partially, whether each regression parameter significantly affects the linear 
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regression model will be examined. The t-test was used to conduct this test, and the results showed that the 
four variables tested were significant to the model. 

2. Regression Assumption Test 
If the regression model parameters are significant but do not meet the assumptions of identical, independent, 
and normal distribution, the resulting model is not considered good enough to use. The results of the model 
regression assumption test are presented in Table 4. 

Table 4. Regression assumption results 

Regression 
assumptions 

Test Test result Critical area Decision 

Normality Jarque-Bera 𝐽𝐵 = 4.5770 𝐽𝐵 > 𝜒0.05;2
2 = 5.99 Normal 

Homogeneity 
Breusch-
Pagan 

𝐵𝑃 = 5.0349 𝐵𝑃 > 𝜒0.05;4
2 = 9.488 Homogeneous 

Multicollinearity VIF 
𝑉𝐼𝐹 < 10 for 
all variables 

𝑉𝐼𝐹 > 10 
There is no 
multicollinearity 

Non-
Autocorrelation 

Durbin-
Watson 

𝑑 = 1.4509  
𝑑𝐿 = 1.2614 and  
𝑑𝑈 = 1.7223  

No decision 

In the Durbin-Watson test, 𝑑𝐿 < 𝑑 < 𝑑𝑈, so that no conclusion can be drawn. This means that either there 
is autocorrelation or there is no autocorrelation. The test continued with the spatial non-autocorrelation test. 

Morans’I Test 

Moran's I test is conducted to detect whether there is a spatial relationship (spatial autocorrelation) of 
observations close to each other. By using Equation (8), (9), (10), (11), and queen contiguity, the following results 
were obtained in Table 5. 

Table 5. Moran’s I test 

I Index 𝐸(𝐼) 𝑍-Stat. 𝑝 𝑣𝑎𝑙𝑢𝑒 
0.4510 -0.027027 3.6566 0.0001 

Table 5. shows that 𝑍𝑠𝑡𝑎𝑡 = 3.6566 > 𝑍0.025 = 1.960 and 𝑝 𝑣𝑎𝑙𝑢𝑒 = 0.0001 < 𝛼 = 0.05, so 𝐻0 is 
rejected which means that there is spatial autocorrelation in the classical regression model. This data is proven to 
have a spatial relationship in adjacent observations, so it does not meet the assumption of non-spatial 
autocorrelation. Therefore, this data will be analyzed using spatial area regression. 

Spatial Dependency Test 

Spatial dependency is a condition when there is a correlation between a region and another region. The 
Lagrange Multiplier (LM) test can do the spatial dependency test. The results of this test are shown in Table 6 below. 

Table 6. Spatial dependence test 

Test Result test 𝑝 𝑣𝑎𝑙𝑢𝑒 

LM (Lag) 𝐿𝑀𝑙𝑎𝑔 = 4.8597 0.02749 

LM (Error) 𝐿𝑀𝑒𝑟𝑟𝑜𝑟 = 6.0124 0.01421 

From Table 6 above, it is known that the statistical values of 𝐿𝑀𝑙𝑎𝑔 and 𝐿𝑀𝑒𝑟𝑟𝑜𝑟  > 𝜒0.05;1
2 = 3.841 and 

both have 𝑝 𝑣𝑎𝑙𝑢𝑒 < 𝛼 = 0.05, so there is spatial dependence on the response variables and errors. Therefore, 
this data will be modeled with SAR and SEM. 

Modeling East Java HDI with Spatial Autoregressive (SAR) 

Spatial autoregressive model (SAR) is a linear regression model that contains spatial dependence on lag. The 
SAR model estimation results for all significant predictor variables are shown in Table 7 below. 

Table 7. Parameter estimation of the SAR model 
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Variable Coefficient 𝑍-Stat. 𝑝 𝑣𝑎𝑙𝑢𝑒 
𝜌 0.03480 2.28492 0.0223 

Constant 6.69613 3.52840 0.0004 
𝑋1 0.42391 13.9289 0.0000 
𝑋2 1.00899 16.4145 0.0000 
𝑋3 1.36702 23.4902 0.0000 

𝑋4 0.0007029 20.8909 0.0000 

The SAR equation formed is as follows. 

𝑦�̂� = 0.0348∑𝑊𝑖𝑗𝑦𝑗

𝑛

𝑖=1

+ 6.69613 + 0.42391 𝑋1 + 1.00899 𝑋2 + 1.36702 𝑋3 + 0.0007029 𝑋4 

where 𝑖 refers to the location for which the prediction (𝑦�̂�) is being calculated, and 𝑗 refers to the locations 
interacting with location 𝑖, such as its neighbor. 

The model above has a 𝑅2 value of 0.99835. This means that the regression model can explain  99.835% of 
the 2022 East Java Province HDI cases, while other factors outside the model explain the rest. From the parameter 
estimates formed, it shows that 𝜌 = 0.0348058 with 𝑝 𝑣𝑎𝑙𝑢𝑒 < 𝛼 = 0.05 and all variables tested also have a 
𝑝 𝑣𝑎𝑙𝑢𝑒 < 𝛼 = 0.05 which means that the spatial lag coefficient value and all these variables have a significant 
effect on the model (life expectancy, expected years of schooling, average years of schooling, and per capita 
expenditure).  

After the model is formed, the assumptions of normality and homogeneity are tested on the residuals 
generated from the model, and the results are shown in Table 8 below. 

Table 8. SAR assumption test results 

Regression 
assumptions 

Test Test result Critical area Decision 

Normality Jarque-Bera 𝐽𝐵 = 2.9089 𝐽𝐵 > 𝜒0.05;2
2 = 5.99 Normal 

Homogeneity Breusch-Pagan 𝐵𝑃 = 5.6515 𝐵𝑃 > 𝜒0.05;4
2 = 9.488 Homogeneous 

The SAR model can fulfill both assumptions. Thus, the HDI of East Java Province can be presented with the 
SAR model. 

Modeling East Java HDI with Spatial Error Model (SEM) 

Spatial error model (SEM) is a linear regression model containing spatial dependency on errors. The SEM 
model estimation results for all predictor variables are shown in Table 9 below. 

Table 9.  SEM model parameter estimation 

Variable Coefficient 𝑍-Stat. 𝑝 𝑣𝑎𝑙𝑢𝑒 
Constant 5.99487 3.24849 0.0012 
𝑋1 0.46686 18.2743 0.0000 
𝑋2 1.04628 19.3835 0.0000 
𝑋3 1.30117 29.0194 0.0000 
𝑋4 0.0007118 28.2912 0.0000 
𝜆 0.62514 5.13651 0.0000 

The SEM equation formed is as follows. 

𝑦�̂� = 5.99487 + 0.46686 𝑋1 + 1.04628 𝑋2 + 1.30117 𝑋3 + 0.0007118 𝑋4 + 0.62514∑𝑊𝑖𝑗𝑢𝑗

𝑛

𝑖=1

 

where 𝑖 refers to the location for which the prediction (𝑦�̂�) is being calculated, and 𝑗 refers to the locations 
interacting with location 𝑖, such as its neighbor. 
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The model above has a 𝑅2 value of 0.99875. This means that the regression model can explain 99.875% of 
the 2022 East Java Province HDI cases, while other factors outside the model explain the rest. From the parameter 
estimates formed, it shows that 𝜆 = 0.625142 with 𝑝 𝑣𝑎𝑙𝑢𝑒 < 𝛼 = 0.05 and all variables tested also have a 
𝑝 𝑣𝑎𝑙𝑢𝑒 < 𝛼 = 0.05 which means that the spatial error coefficient value and all these variables have a significant 
effect on the model (life expectancy, expected years of schooling, average years of schooling, and per capita 
expenditure). 

After the model is formed, the assumptions of normality and homogeneity are tested on the residuals 
generated from the model, and the results are presented in Table 10 below. 

 
 
 
 
 

Table 10. SEM assumption test results 

Regression 
assumptions 

Test Test result Critical area Decision 

Normality Jarque-Bera 𝐽𝐵 = 1.8862 𝐽𝐵 > 𝜒0.05;2
2 = 5.99 Normal 

Homogeneity Breusch-Pagan 𝐵𝑃 = 11.384 𝐵𝑃 > 𝜒0.05;4
2 = 9.488 Heterogeneous 

Table 10 above shows that the SEM model does not fulfill the assumption of homogeneity, so further handling is 
needed to reduce the diversity in this model. 

Modeling East Java HDI with Ensemble Spatial Regression 

An ensemble spatial regression model reduces the diversity in spatial regression models. Non-hybrid 
ensemble spatial regression will be applied to the SEM model because this model does not fulfill the homogeneity 
test. The first step in predicting the SEM ensemble model is to add noise (𝑠) derived from the generation 
𝑠~𝑁(0, 𝜎2) data on the percentage of HDI of districts and cities in East Java. The value of 𝜎 used is 0.179. The 
addition of noise is done 100 times so that the SEM model is obtained as follows. 

1 ∶  𝑦�̂� = 8.0797 + 0.4381 𝑋1 + 0.9771 𝑋2 + 1.3875 𝑋3 + 0.000730 𝑋4 + 0.33889∑𝑊𝑖𝑗𝑢𝑗

𝑛

𝑖=1

 

2 ∶  𝑦�̂� = 6.0166 + 0.4668 𝑋1 + 1.0020 𝑋2 + 1.3503 𝑋3 + 0.00073 𝑋4 + 0.14545∑𝑊𝑖𝑗𝑢𝑗

𝑛

𝑖=1

 

⋮ 

100 ∶  𝑦�̂� = 8.0491 + 0.4391 𝑋1 + 0.9768 𝑋2 + 1.3933 𝑋3 + 0.00072 𝑋4 + 0.39143∑𝑊𝑖𝑗𝑢𝑗

𝑛

𝑖=1

 

The final model of the SEM ensemble is obtained by calculating the average parameter estimation results of 
100 models, so there is only one final model. The model is expressed as follows. 

𝑦�̂� = 6.8254 + 0.4568 𝑋1 + 0.9894 𝑋2 + 1.3620 𝑋3 + 0.0007277 𝑋4 + 0.31226∑𝑊𝑖𝑗𝑢𝑗

𝑛

𝑖=1

 

where 𝑖 refers to the location for which the prediction (𝑦�̂�) is being calculated, and 𝑗 refers to the locations 
interacting with location 𝑖, such as its neighbor. 

The model has a 𝑅2 value of 0.9981. This shows that the regression model can explain 99.81% of the 2022 
East Java Province HDI cases, while other factors outside the model explain the rest. Furthermore, normality and 
homogeneity tests will determine whether the above model meets the regression assumptions. The results of the 
tests are presented in Table 11 below. 
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Table 11. SEM ensemble assumption test results 

Regression 
assumptions 

Test Test result Critical area Decision 

Normality Jarque-Bera 𝐽𝐵 = 4.7313 𝐽𝐵 > 𝜒0.05;2
2 = 5.99 Normal 

Homogeneity Breusch-Pagan 𝐵𝑃 = 8.7397 𝐵𝑃 > 𝜒0.05;4
2 = 9.488 Homogeneous 

The SEM ensemble model can fulfill both assumptions. Thus, the HDI of East Java Province can be presented 
with an SEM ensemble model. In this case, the ensemble method proved to reduce the diversity in the data. 

Best Model Selection 

After analyzing several spatial regression models on the HDI of East Java Province, one of the best models will 
be selected from the SAR and SEM ensemble models. The best model selection will be made by looking at the most 
significant coefficient of determination (𝑅2) and the lowest AIC value. Table 12 below summarizes the research 
results using the spatial regression model. 

Table 12. Summary of model analysis results 

Model 𝑅2 value 𝐴𝐼𝐶 value 

SAR 0. 99835 0.9055 
SEM Ensemble 0.99812 4.0017 

Table 12 above shows that the SAR model has a larger 𝑅2 value compared to the ensemble SEM model. Also, 
the SAR model has the lowest AIC value compared to the ensemble SEM model. Therefore, the SAR model is 
chosen as the best-recommended model. The SAR equation formed is as follows. 

𝑦�̂� = 0.0348∑𝑊𝑖𝑗𝑦𝑗

𝑛

𝑖=1

+ 6.69613 + 0.42391 𝑋1 + 1.00899 𝑋2 + 1.36702 𝑋3 + 0.0007029 𝑋4 

The model can be interpreted as follows. 
1. The HDI estimation of an area surrounded by other areas (with sides and corners) will be affected by 0.0348 

times the average HDI of the surrounding areas. 
2. Each one-year increase in life expectancy will increase the human development index by 0.42391 percent. 
3. Each one-year increase in expected years of schooling will increase the human development index by 1.00899 

percent. 
4. Each one-year increase in average years of schooling will increase the human development index by 1.36702 

percent. 
5. Each one thousand rupiah increase in per capita expenditure value will increase the human development 

index by 0.7029 percent. 

 

Figure 3. Thematic map of East Java HDI 

The SAR equation formed can be depicted in a region, for example, when looking at Pacitan Regency. In Figure 
3, it can be seen that this regency is neighboring the Ponorogo Regency and Trenggalek Regency, so the equation 
model formed is: 

Pacitan Regency 

Ponorogo Regency 

Trenggalek Regency 
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�̂�𝑃𝑎𝑐𝑖𝑡𝑎𝑛 = 0.0348(0.5𝑦𝑃𝑜𝑛𝑜𝑟𝑜𝑔𝑜 + 0.5𝑦𝑇𝑟𝑒𝑛𝑔𝑔𝑎𝑙𝑒𝑘) + 6.69613 + 0.42391 𝑋1 + 1.00899 𝑋2
+ 1.36702 𝑋3 + 0.0007029 𝑋4 

This means that the HDI of Ponorogo Regency contributes 50% to the spatial influence. The HDI of Trenggalek 
Regency also contributes 50%, and the spatial lag coefficient parameter (0.0348) reflects the overall strength of 
spatial dependence. 

CONCLUSION 

The ensemble method has proven to be able to reduce the diversity that exists in the SEM model. However, 
in this case, the ensemble method has not been able to increase the model’s goodness, so the best model chosen 
is the SAR model. This is because the SAR model has a greater 𝑅2 value (0.99835) and a smaller AIC value (0.9055) 
than the ensemble SEM model. This means that the regression model can explain 99.835% of the 2022 East Java 
Province HDI cases, while other factors outside the model explain the rest. Based on the SAR model, the HDI of East 
Java Province is significantly influenced by life expectancy, expected years of schooling, average years of schooling, 
and per capita expenditure. 
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